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A 533-MHz BICMOS Superscalar

RISC Microprocessor
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Tim Sippel, Member, IEEE Earl T. Cohen, Jim Blomgren, James G. Ballard, Jay Pattin,
Viki Moldenhauer, Jeffrey A. Thomasvember, IEEE and George Taylor

Abstract—This 533-MHz BiCMOS very large scale integration
(VLSI) implementation of the PowerPC architecture contains
three pipelines and a large on-chip secondary cache to achieve
a peak performance of 1600 MIPS. The 15 mmx 10 mm die
contains 2.7M transistors (2M CMOS and 0.7M bipolar) and
dissipates less than 85 W. The die is fabricated in a six-level
metal, 0.5.um BiCMOS process and requires 3.6 and 2.1 V power
supplies.

Index Terms—BICMOS integrated circuits, bipolar digital in-
tegrated circuits, emitter coupled logic, microprocessors.

I. INTRODUCTION

THREE-WAY superscalar microprocessor chip imple-

menting the PowerPC Architecture [1], [2] has been
designed to operate at 533 MHz by taking advantage of an
advanced BiCMOS process and through innovative design
techniques. The processor is designed to be compatible with
existing air-cooled desk-side systems and is fully compatible
with the PowerPC 68 bus standard [3], supporting bus speeds
up to 100 MHz. The chip contains 2.7M transistors on a
15 mmx 10 mm die fabricated with a 0.om BiCMOS tech-
nology providing five global and one local interconnect layer
(Table 1). The estimated SPECint_base95 and SPECfp_base95
for the chip, assuming a 1-MB off-chip cache and a 66-MHz
bus, are 12 and 10, respectively. The processor’'s high speed
was achieved by devising a microarchitecture designed with
attention to the capabilities of the process.
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TABLE |
ProcCEss AND CHIP FEATURES
Clock speed 533 MHz
RAM access time (loaded) 750 ps for tags
950 ps for L1 data
1250 ps for L2 data
Process 0.5um BiCMOS
Metal pitch 2.0pm
Routing layers 5 global + 1 local
Bipolar transistor footprint | 6.0x3.0um’
Bipolar emitter size 0.3x1.0um*
f 25 GHz
Bipolar signal swing 540mV single-ended or
full-swing differential
200mV narrow-swing
differential
Bipolar transistors 0.7M
CMOS transistors 2.0M
Die size 15mm x 10mm
Power supplies 3.6V,2.1V
1/0 33VITL
Package 359-ball CBGA with C4
die attach
Power consumption <85W
Air flow 18 cfm

Thermal resistance

0.79 "/ (measured)
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The three-way superscalar microarchitecture issues one inte-
ger or floating-point, one load/store, and one branch instruction
in parallel per cycle. Two-to-three way superscalar is an
rchitectural “sweet spot”: enough hardware parallelism to be
effective without requiring complex, out-of-order execution.

J. A. Markevitch was with Exponential Technology, San Jose, CA 95131 All |ogic circuits are implemented in three-level emitter
Ppupled logic (ECL) with inputoring, allowing extremely
complex gates. Only RAM structures were implemented with
E. T. Cohen was with Exponential Technology, San Jose, CA 95131 USEMOS circuits. Each gate may contain an arbitrary number of

All single-ported RAM circuits are implemented with 6T
"EMOS cells and bipolar word line drivers and sense amps,
with additional access devices for multiported RAM structures.
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Fig. 2. Pipeline diagram showing grouping and moving X stage.
Fig. 1. Datapath block diagram.
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The chip incorporates Harvard 2-kB level 1 (L1) caches with
0.8 ns access as well as a unified 32-kB level 2 (L2) cache
with 1.3 ns access. The secondary cache was optimized fo
power rather than speed. All RAM’s were designed to fit
optimally into the microarchitecture. For example, many of $
the RAM’s are synchronous and incorporate address and dat
latches within the custom block to allow an extra half-cycle
of hold time.

The chip requires a standard air-cooled enclosure. Plenum
air flow is specified at 18 cubic ft/min. Thermal resistance was
modeled to be 0.7&/W, and measured at 0.70/W. Fig. 3. Simplified FPU block diagram.

Divider l Pre-Adder | Multiplier I

The grouping rules allow a load/use pair to issue as a group

] . . ~ (due to the moving X stage) and also let a branch issue as the
The BICMOS process permits high-speed (but relativelyst of a pair of instructions.

high-power compared to CMOS) logic circuits as well as Fig 2 shows a pipeline diagram illustrating the moving X
CMOS RAM elements. In order to support a high interatage and grouping. For the instructions issued in the first
clock frequency while minimizing power requirements a”@ycle, the ALU can calculate the result of tl@ld in the
transistor count, it was necessary to adopt a microarchitectyi®iress calculation stage as well as resolve the branch. In
that took best advantage of the process technology. the next group of three instructions, themparedepends on
The processor is three-way superscalar, capable of isSUiRg results of thdoad. As a result, the X stage “slides out”
floating point or integer, load/store, and branch instructioR§ the miss detection stage, and the results of dbmpare
in parallel. The processor contains several functional unitge available in time for the write stage. The ALU will “slide

including the integer unit, floating point unit (FPU), brancihack” whenever idle cycles allow it to.
prediction unit, instruction cache, data cache, translation look-

aside buffer, and L2 cache (Fig. 1). . ) .

The integer pipeline is shallow for a microprocessor opeft: Floating Point Unit
ating at this clock rate, with only six stages: fetch (F), decode The FPU contains an adder, multiplier, and divider, as well
(D), address calculation (A), cache access (C), miss detectamits own register file (Fig. 3). The FPU is capable of perform-
(M), and write (W). Innovative features of this microarchitecing a normal multiply—add instruction without stalling except
ture are a “moving X stage” and aggressive grouping rulds. the case of double-precision arguments, which require two
The moving X stage allows the integer arithmetic logic unjpasses through the multiplier. A double-precision floating point
(ALU) to adjust its position in the pipeline for either minimaladdition can be accomplished without stalling.
branch latency or for a zero-cycle load/use penalty. When theThe floating point pipeline is six stages long (not including
ALU operates early in the pipe, quick branch resolution arfdtch) and is loosely coupled to the integer pipeline. Fig. 4
minimal address generation interlocks are possible. Movisgiows the allowed alignments between the integer and floating
the ALU later in the pipe allows dual issue of load/use pairpoint pipelines. Loosely coupling the pipelines prevents one

Il. MICROARCHITECTURE
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x Fig. 6. Simplified load/store unit block diagram.
c through while the L2 cache is copyback. All L1 cache entries
M are guaranteed to be in the L2 cache. A 256-entry branch
prediction table is coupled to the instruction cache. The
w branch prediction mechanism uses a 2-b history field. To
provide sufficient storage capacity for high performance, the
L2 cache, both tags and data, is contained on-chip. Most cache

operations are managed by the L2 cache control circuitry,
keeping the L1 caches simple and fast. In addition, the two-
level on-chip scheme allows snoop operations for coherency
pipeline’s stalls from having to be connected to the othes pe handled without interrupting the processor pipeline and
pipeline, reducing critical paths. In addition, if one pipelingyithout the need for either dual-ported or duplicated cache
stalls, the other pipeline can proceed, increasing performanggs. The average miss latency to the L2 cache for L1 data and
slightly. instruction cache misses is 3.5 and 4.5 cycles, respectively.
Fig. 5 represents the highest performance pipeline align-The L2 cache data RAM is arranged as two interleaved
ment in which neither pipeline stalls. This alignment is nQ§anks, each of which is divided into four 64-b subbanks.
always possible due to the need to coordinate the pipelinesftech access requires two cycles, but sequential accesses to
handle exceptions and cache RAM updates. There are sevgf@mating banks allow one operation to be started on every
restrictions to the allowed pipeline alignments that require ”&ﬁ}cle. The L2 cache implements the modified, exclusive,
pipelines to pass through the M/F4 alignment. shared, invalid (MESI) cache coherency protocol. Due to the
The divider uses a radix-4 Sweeny, Robinson, and Tochg4rallelism implemented in the L2 cache, two data cache
(SRT) algorithm and may be operated in either an interlock@gisses that hit in the L2, two instruction cache misses that
or noninterlocked fashion, depending on whether an exceptigi in the L2, one store or cache management operation, one
is possible. The divider produces two bits of result per cyclg,che line writeback, one snoop tag check, one snoop push
and was designed to minimize circuit complexity. Wheg,q three missed L2 accesses can be processed in parallel.
operated synchronously, the divide will stall in the F4 stage The |oad/store unit (LSU) executes load, store, and cache
until completion (in some rare cases involving denormalizggherations in conjunction with the L2 cache and bus interface
numbers requiring in excess of one hundred cycles). WhgRit The LSU contains an effective address adder, the transla-
processed in a noninterlocked fashion, the divide is placedyigy, |gokaside buffer (TLB), the data cache, a store queue, and
a special “F5” stage, and once complete will remain “validy (otator to handle misaligned data and byte-reversal (Fig. 6).
until an opportunity to write its results to the FP register file Tha | SU reads the results of load instructions from the data
is f_ound (in an idle cycle when the EP regis_ter file is not being, -he and bypasses them to any execution unit that may need
written by subsequent FP operate instructions). them as operands for other instructions, including fixed-point
_ instructions issued during the same cycle as the load. As a
B. Load/Store Unit and Caches result, the load-use penalty for ALU operations is effectively
The 2-kB instruction and data caches are direct-mappeero cycles.
to support the high clock rate, while the 32-kB L2 cache Store instructions ordinarily can be issued without stalling
is eight-way set associative. The primary caches are writhe pipeline, as a four double-word store queue holds the data

Fig. 5. Highest performance pipeline alignment.
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until it can be written into the L2 cache and possibly the data
cache. The store queue implements a store-around protocol.

C. Branch Predict and Instruction Fetch Units

The instruction fetch unit contains the instruction cache, the
instruction TLB, a six-word instruction buffer and a branch
prediction RAM. The instruction buffer contains a four-entry
decode buffer and a two-entry fetch buffer.

The fetch unit contains a copy of the program counter that
is updated based on whether the upcoming instruction is a
branch and whether the branch prediction RAM predicts that
the branch will be taken.

The branch unit predicts whether branches are taken and =
computes the branch target addresses. All branch predictions £¢
are tracked in a 256-entry combined 2-b history and targeg. 7. Reference circuit current mirror.
buffer. Mispredicted branches are handled by flushing the

pipeline and sending the correct branch target address b . . . .
to the fetch unit where the fetch program counter is updat(;ad(#erem'al clock. Each tributary driver supplies one row of

. " : ) to 72 clocked elements. Tuning the speed of the tributary
The branch misprediction penalty depends on where in t Evers based on their load minimizes clock skew. Clock

plpehne the branch IS _resolvgd and can range from threesoew between any two clocked elements on chip was SPICE
five cycles. The condition register resides in the branch unit S
e . S : imulated to be less than 125 ps, 75 ps of which is local skew
where all condition register logical instructions are execute@. : . -
etween the tributary drivers and the clocked elements. Timing
analysis tools calculate the total clock delay to every logic gate
in the design, taking into account both global and local skew.
The integer execution unit consists of a single pipe stage
that executes instructions in one of five subunits: an adder

unit, a shifter/rotator, a leading-zero counter, a divider, andBa Floorplanning
multiplier. Only one subunit can execute an instruction in any The floorplan is arranged so as to minimize the length of
given cycle. large buses. Instructions flow from the L1 instruction cache
The multiplier takes three to five cycles for a 3232 b  through the instruction fetch circuitry where control signals
multiply and uses two internal registers to hold intermediatge sent to the other logical units. The control circuitry
results. Divides use a combination of the adder and the centralized to minimize control critical paths. The FPU
shifter/rotator. receives control signals from the nearby pipeline control
circuitry. The L1 data cache is located central to the FPU
IIl. GLOBAL IMPLEMENTATION and integer ALU and register file. The CMOS RAM circuits

In order to support the processor’s hiah clock speed. powdre generally isolated from ECL nets in order to reduce the
PP b 9 Peed, POWEkoct of crosstalk caused by the larger CMOS swing.

and voltage reference distribution requirements, it was nec—'vIost block-to-block communication is accomplished

essary to pay careful attention to floorplanning and globtar\]lrough abutment, and in many cases nets feed through

distribution strategies. blocks without connecting to circuitry. Two global routing
) channels, one vertical and one horizontal, are used to route
A. Clocking large buses without interfering with local routing channels.
The chip uses a bipolar phase-locked loop (PLL) desidbue to the length of these channels, care had to be taken to
with a capture range of from 250 to 650 MHz. This PLlavoid crosstalk between wires of a bus. These channels were
can multiply the input bus clock by any integer from Zrerouted and connected by abutment to the other blocks.
to 32, allowing use in a variety of currently available and The chip is packaged using area-bonding, with power and
future systems. The jitter specification for the PLL#80 ps signal bumps located in an array over the entire area of the
(simulated by varying the supply voltage by 1 V in a sinusoidalie. Due to the requirement to place power and ground bumps
fashion). As the PLL is fully differential, common-mode noisén a regular array in order to simplify power distribution,
is rejected and substrate injection problems, already minimizsignal bumps are disallowed over ECL logic. Placing signal
due to the insulated substrate, are reduced. bumps over ECL logic circuits would disrupt the M5-M6
There are 16500 clocked elements on the chip (each flijpewer distribution grid pattern. Signal bumps are allowed
flop counting as two elements, while latches count as onejer CMOS circuits, which have reduced power requirements,
Clock distribution is accomplished using a modified H treenly if a metal shielding layer is included. The chip is
with one large driver supplying a differential clock to 45Fabricated using a six-metal layer process, the upper five layers
tributary drivers. The ends of the clock tree are shorted &§ which may be used for global routing. M1 is reserved
reduce skew, and there is one H-tree for each polarity of ther local routing.

D. Integer Execution Unit
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Fig. 9. Chip microphotograph with overlay.

The sixth metal layer is reserved for routing of global signatsell. The total IR drop on the power rails is simulated to be
such as VDD and VSS, to distribute the differential clock from:25 mV.
the PLL to the ECL logic areas, and to route the system clock
input to the PLL. IV. |MPLEMENTATION EXAMPLES
The current and voltage references do not require low
skew distribution since they are static signals, but they age circuits
required to track with7 (the ECL core ground). This tracking

:CIS Sfecozphlzg? :‘Z}Z}recnuggm irsn'::; dCItrgu'th(;'gt' éz ): ,:EetheBipolar transistor_s are diglectripally isolatgd With trenches and
gure, a 9 R 9 ! bonded wafer oxide. While a bipolar transistor is larger than a
voltage reference for the ECL current sources. The referer}ﬁﬁwimum-size CMOS device, bipolar gates provide two area
and power conqe9t|ons, as well as clock connections, are m%%antages. First, logic functions implemented by a single
by abutment within the cell rows. _ gate can be complex without sacrificing speed; the layout
The global signals are distributed vertically through thgf more complicated functions tends to be metal rather than
logic rows using global straps (Fig. 8). The distance betweggyjice-limited. Second, drive strength of bipolar devices can
the logic cells and the global bumps is minimized throughe tuned over a wide range by adjusting resistors controlling
the use of wide metal-6 straps which run orthogonally to thRe current, eliminating the levels of buffering often found in
metal-2/metal-4 straps. The “viref” strap has cells placed in@MOS designs. All logic circuits were implemented in ECL
to generate the voltage references for each of the logic voltagkile all RAM arrays were implemented in CMOS.
levels, as well as the current references. IR drop is simulatedThe cell library uses up to three-level series gating allowing
to be <5 mV between the reference generator and any lodienctions such as three-inpwoRr’'s or eight-to-onemuxes

The chip (Fig. 9) is implemented in bipolar-based BiCMOS.
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TABLE I
RISE/FALL DELAYS FOR TYPICAL GATES
Core/ Unloaded
Gate type f‘:o:: Follower gate delay
P (1A) ®s)
2-input OR - 200/200 40/40
2-to-1 MUX Data 200/200 44/36
2-to-1 MUX | Select 200/200 61/69
. 8-to-1 MUX Data 200/200 92/62
8-to-1 MUX | Select 200/200 120/105
8-to-1 MUX Data 400/400 63/46
8-to-1 MUX [ Select 400/400 83/70

€c

Fig. 10. OA6311 gate withh” and Z followers.
a0 a0

TABLE I
DEeLAYs (PS)For Two-INPUT OR WITH FOLLOWER

Core/
Follower

(pA) 0.6/0 0.25/1 0.512 1.0/4 2.0/8 4.0/16 6.0/24 1.5/32
200/200 40/40 70/67 94/89 | 136/128 | 217/200 | 392/357 | 614/552 ] 265/205
200/400 43/43 68/66 89/85 | 126/118 | 194/180 | 338/310 | 513/467 | 232/183
200/800 52/52 71/69 BB/85 1 119/113 | 177/166 { 300/277 | 450/412 | 206/167
400/800 43/43 58/57 71/68 95/90 | 142/133 | 250/230 | 391/356 J 165/134
400/1600 53/53 64/63 75/12 95/91 137/129 1 235/218 t 364/333 | 156/129

Load (mm of wire / number of base loads)

x,=2a0 ®&b0
Xg =20 b0

X, =a0 + b0

to be implemented in a single gate delay. Multiple outpuig. 11. Generate/propagate/zero gate.
functions such as one of eight decoders and generate-propagate

are possible. A typical example of a bipolar ECL gate is . )
OA6311 (Fig. 10). In addition to the inputs a0—a5, bo_bgurrent (controlling the speed of the and z-level outputs).

and c0 — c1. the gate also requires reference volta ore currents for cells range from 70-808, while follower
T 9 q 99% currents range from 70-16Q0A. Table Il provides examples

ry, andr., and a current source control refereneg, The
a0-a5 inputs arerd together, as are the b0—b2 inputs. Thgf speed/power tradeoffs. Table Il shows that the speed of

c0 andc1 input devices are wired to the signal, forming a more complex gates is very close to the speed of a simp!e
NOR or anAND with inverted inputs, thus allowingND gates OR ga.te, and that slower spegds can be compensated for by in-
with more than three inputs. The power overhead requirgaeasmg ce!l core current, which has small impact on cell area.
for the voltage references is approximately 12%, and the "¢ l0ading on one output of a follower can effect the
additional area required for the reference generator circuiffif'ind Of the other outputs of the follower, an effect called
based on current mirrors is approximately 13%. Both true ang1eCted delay.” In order to avoid this, an inverted output is
complement outputs are available for single-output functiongfte” chosen due to its relative isolation from the noninverted
The fundamental operation of the gate is simple, relying GH/tPUts. _ _
current steering through emitter-coupled devices. A group of 1€ z-level outputs are not appropriate for heavily loaded
two or more emitter-coupled devices acts as a current swité)§{S and are typically reserved for light loads or, when
steering the current generated by a current source at the botf§ffrential narrow swing outputs are used, for datapath critical
of the tree through whichever side of the current switch h®aths.
a device which is on (due to a “high” base voltage). By Fig. 11 is a schematic for a generate-propagate-zero (GPZ)
setting the base voltages on the input devices appropriaté@te, a typical example of a multiple-output ECL circuit. The
the current through one of the load resistors at the top of tkdZ gate is possible because for any combination of inputs
tree may be turned on, pulling down the appropriate outputit iS necessary to pull down through one (and only one)
Followers added to gates improve drive strength and shipad resistor. The gate takes one differential and one single-
output levels down to be used as lower-level inputs. Trended input and produces generate, propagate, and zero-detect
OA6311 gate shown in Fig. 10 has bothia(one diode outputs, each of which is inverted polarity.
drop) and az (two diode drop) follower on itsz output. The advantages of bipolar logic are best illustrated by
Followers use a separate current source, hence the core curttentgate-depth of the logic. Even with the shallow, six-stage
(controlling the unloaded propagation delay and the speedpypeline, the worst-case flip-flop to flip-flop paths in the chip
thez andz outputs) can be set independently from the followdrave no more than 15 gate delays while most paths contain
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voltage swing is 540 mV, while reduced differential swing
is 200 mV. Wider single-ended and differential swing levels
are available for situations such as high fan-in that reduce the
effective swing. Differential signals are not routed together,
and narrow swing differential signals and full-swing signals
are generally not routed near each other. Outputs may be wire-
OR'ed subject to IR drop considerations, allowing complicated
sum-of-products expressions to be implemented in a single
gate delay in many cases.

A worst-case capacitive coupling factor of three times the
static capacitance between neighboring wires is assumed if the
signals on the wires have the same signal swing. A factor of
three rather than two [4] was used to compensate for disparate
rise and fall times. In order to simplify the worst-case analysis,
this factor of three was applied, regardless of the relative
direction of the swings, to both nets (even the net undergoing
the fast transition, which in actuality “sees” an effective
— — — Coupling—— capacitance o_f at most twice the static capacitance). This was

Capacitance |~ based on a first-order analysis that shows that the effective
coupling capacitance between two nets is three times the static
capacitance for nets undergoing an odd mode transition if the
rise time (or fall time) is at least twice as fast as the fall time
(or rise time).
In Fig. 12, the rise and fall times[t.: and T, are
Ty A indicated at 0 to 50% transition times, since the effective
Fast ne:—_L switching time is determined by a transition to the reference
voltage. Assumé;.,, = NV 1. and that the total capacitance
seen by the wire with the falling signal is the average of the
capacitance seen while the net it is coupled to is undergoing
a positive transition @;) and the normal static capacitance
T CD (C3 = C) when the rising signal has reach®g;. The voltage
swing isAV = Vgr—Vio. C is the static capacitance between
the two wires. As both narrow-swing differential and full-
swing single-ended signals may be routed in close proximity,
Fig. 13. Circuit used for coupling analysis in SPICE. the case of full-swing signals coupling to narrower swing
signals was analyzed. Assume that the two signals have swings

fewer than ten gate delays. There are 36k bipolar gates in #i& and AV/A. The effective capacitance seen by the wire

design. Due to the three-level series-gated logic and the nddth Swing AV/A and transition timel;, while the wire it

to operate at low temperature, a 3.6-V supply is required §§UPIes to is transitioning is
avoid device saturation. To save power, an additional 2.1-V

Fig. 12. Effect of rise/fall-time disparity on coupling.

—H

€C €C

I

supply is provided for cells with @-level follower but no C, = AV +1|lc=(A-N+1)C.
z-level follower. AV
Differential outputs are allowed, and reduced-swing “ A-N

level” differential outputs are commonly used for speed-critical If N is greater than two then the effective capacitance
paths where capacitive loading is light. Normal single-endédeen” by the signal making the slower transition is the average
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bs0, bsc
Key clk

ao,... select-controlled data inputs
as,as differential scan data
ad defauit data (no selects active)
bs0,... select inputs
bsc__ scan override select
clk,clk differential clock
ra,rb voltage references
ec current source control
xm,Xm differential output of master latch - -
x,X differential output of siave latch

Fig. 15. Flip-flop with one-hot MUX and scan override.

of €1, which applies while the fast signal is transitioningconnections avoid the requirement that all flip-flops use the
and the static capacitance which applies from the time th&p-level reference voltage.
fast signal has stopped transitioning until the slow signal hasThe flip-flop is based on a standard ECL master-slave latch.

reached its reference point The master and slave latches consist of emitter-coupled current
Ui O1 + O Ntpasy — 2t switches v_wth _bas_es tied to the outputs. _The_ master _Iatch
Chaverage = —* N(tf 2t wst) _ (2A+1)C.  current switch in Fig. 15, for example, has its right transistor
ast

. o ) tied tozm and its left transistor tied tem. If zm is asserted,
From this analysis it is apparent that the effective averaggs |eft transistor is turned on, pulling dowmz, and the right

capacitance for the case wheré > 2 and A = 1S ansistor is shut off, preventing a voltage drop betwdgn
simply 3C. This factor was confirmed by simulating coupledyq ,1,.

nets in SPICE (Fig. 13) and laboratory experiments with £or flip-flops with normal-swing outputs, scan connections
fabricated circuits. _ ~ use full-swing differential signals. Scan select must take prece-
For N = 1 it is expected that the effective capacitanCgence over normal selects because the state of normal select
would be equal to twice the static capacitance, while fQfgnals may be arbitrary during scanning operations. A special
N =0, corresponding to the coupled-to signal being statigcan select driver cell generates a logic one 400 mV higher
the effective capacitance is equal to the static capacitanggyn the norm (and a normal logic zero), allowing scan
Using this simple analysis, it is a simple matter to generalgects to override normal selects. As this technique drives
the coupling coefficient for any positive value f (Fig. 14).  the devices into saturation, it is allowed only during low-speed
For1 < N <2, the fast signal has completed onlyNL.of  scan gperations. The scan mechanism requires three additional
its entire transition by the time the slow signal has reached {gyices per flip-flop, plus one scan-select driver per flip-flop
reference. As a result, the effective capacitance is sir6gly o\, and adds fewer than 11 ps of delay to the flip-flop data
This is likewise the case fdr < IV < 1, in which case 5o input MUX.
will transition past its reference t&y times its full swing by Basic JTAG support (IEEE 1149.1) [6] as well as parallel
the time *;,.." reaches its reference. . and serial-load internal scan capability are supported. The
While the effective capacitance is shown analytically sting circuitry interfaces with the PLL to allow speed-testing
depend onV, we simplified our delay calculations by using,y causing the on-chip clock to be triggered twice, effectively
3C for all coupling cases. While capacitive coupling could alsginning one cycle at the internal processor clock speed. Unlike
induce spurious transitions, SPICE analysis showed this nojsger published schemes [7], [8], this scheme makes use of

to be less than 50 mV. We chose this level of approximation {ge on-chip PLL so that the testing clock can be much slower
simplify the calculations and allow universal application. Morgyan the on-chip clock.

detailed analyzes of similar phenomena were performed in [5].
V. DESIGN TOOLSMETHODOLOGY

B. Testability The logic blocks are constructed using a standard cell
In order to facilitate testability, all flip-flops are scannablenethodology. The placement of datapath cells is accom-
A solution requiring low cycle time and area overhead iglished through the designer’s inclusion of register transfer
used. Flip-flops take advantage of three-level series gatilagpguage (RTL) directives. Due to the quantity of standard
and incorporate a one-hot (unencoded selects, no more tkalis used in the design (36100 cells with 7580 unique
one of which is active) MUX function for their data inputs.designs) an automated cell generation methodology is used.
An additional scan select signal chooses a data input tfigdsed on parameters encoded in the name of a cell, the
connects all the flip-flops in a scan chain (Fig. 15). The MUSPICE deck, Verilog model, timing view, and layout can
can also be used for a data hold function. Differential scayenerally be created automatically using programs designed
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in-house. Approximately 75% of the cells in the library had The chip runs in a standard air-cooled enclosure and con-
layout automatically generated. The layout for commonly uséorms to standard bus and system standards.

control cells and most datapath cells is hand optimized to

minimize area. In cases where a layout cannot be generated ACKNOWLEDGMENT

automatically, layout parasitics can often be extracted from

o . . The authors wish to express their appreciation for the
similar cells by the automated cell generation tools to improye .
7 : : remendous efforts of the other members of the Exponential
accuracy until final cell layout is available.

The RAM structures, PLL, bandgap, and 1/O cells were aﬁam’ particularly the mem_ber; of the Logic, Clrcw_ts, Physical
. - esign, CAD, Design Verification, and Manufacturing groups.
custom-designed to optimize area and performance.

In order to minimize power, most blocks were run through a
power-optimizer that adjusted cell core and follower currents
for all paths in the block to meet the targeted cycle timel] IBM, The PowerPC Architectur@nd ed. San Francisco, CA: Morgan

; it i Kaufmann, Dec. 13, 1994.
Whlle_ minimizing power. The power optlmlzer uses a greedﬁZ] E. T. Cohenet al.,“A 533MHz BiCMOS Superscalar Microprocessor,”
algorithm to reduce the total power required for a block and ~ in 1997 Dig. Tech. Papers, IEEE Solid State Circuits Cob897, pp.
takes advantage of the automated cell creation tools to gener%]e |1364—1€F3% 50X Mi nterface Soecification. Version Ao
P . . ower X MICcroprocessor Interrace sSpecification, version y
timing views for candidate cells on-the-.fly. " torola Inc., Mar. 28, 1994.

Crosstalk was evaluated by extracting net-to-net capacj4] T. Sakurai, “Closed-form expressions for interconnection delay, cou-

tances for all signals on the same metal layer and screening pling, and crosstalk in VLSI's,1EEE Trans. Electronic Devicesol.
40, pp. 118-124, Jan. 1993.

for C_OUpled nets Iikely t‘{’ gxperience odd mode sw_itching (@] F. Dartu and L. Pileggi, “Calculating worst-case gate delays due to
predicted by the static timing analyzer). The coupling capac- dominant capacitance coupling,” iRroc. 1997 Design Automation
i i ; i inli Conf., June 1997, pp. 46-51.
ltances to nelghborlpg wires were .mUItlplled by a CrOSSta,”TS] IEEE Standard 1149.1-1990, “IEEE standard test access port and
factor that is a function of the relative voltage swing ampli-" ~ poundary scan architecture,” May 21, 1990. .
tudes of the coupled wires for wires which an interval timing[7] H. Chang and J. A. Abraham, “Delay test techniques for boundary scan
tool (incorporated into the static timing analyzer) predicted base%e;rchltesctzures,” iRroc., Custom Integrated Circuits Con.992,

; " R pp. 13.2.1-13.2.4.
could undergo simultaneous transitions. The static timinggs] C. A. Maier et al., “Embedded at-speed testing schemes with low
analyzer was capable of handling distributed RC interconnect ﬁ;’nghlead for higsh Spe‘ﬂd_dg_ilt,a' ssgter;‘ns on Tf;‘(U“ci)-Chig ngfgla%sé" in
networks by calling SPICE when heuristics determined that a op. 21%[%‘1?‘"‘9 ystems in Silicon Comfystin, TX, Oct. 8-10, ,
lumped capacitive model would provide insufficient accuracy.
Because ECL circuits provide very high stage gain, it was
sufficient for the timing analyzer to consider only a single

driver and its interconnect and active loads; the characteristics
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